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9 SELECTING APPROPRIATE STATISTICAL PROCEDURES AND ASKING THE RIGHT QUESTIONS: A SYNTHESIS

BRUCE G. MARCOT

Abstract

In this chapter, | synthesize statistical approaches and
considerations for adaptive management studies. | re-
view approaches to learning from management
actions and address questions of space and time. | also
present a set of guidelines for asking the right ques-
tions about statistical reliability, for selecting the
appropriate adaptive management study, and for
guiding how different types of information can con-
tribute at different stages in adaptive management.
These guidelines are presented in a table, which can
be used as a decision tree to determine the best kinds
of studies for each step in the adaptive management
process, and the most appropriate use of exisiting
information.

9.1 Introduction

How should managers and researchers select an ap-
proach for designing an adaptive management study
and analyzing the results? The chapters in this report
provide some guidance; for example, Nemec (this
volume, Chap. 2), summarizes principles of experi-
mental design, and Schwarz (this volume, Chap. 3)
lists types of nonexperimental and experimental de-
signs. Other publications (e.g., Green 1979), while not
specific to adaptive management as defined in this
volume, also provide guidance on designing ecologi-
cal studies. This chapter reviews issues to consider in
designing adaptive management studies, synthesizes
the methods discussed in preceding chapters of this
report, and summarizes the roles different types of
information can play in adaptive management.
Statistical approaches and study designs can be se-
lected only when the management question is first
well articulated. In the first section of this chapter,
I review three types of monitoring, differentiated by
the types of question they each address, and then ad-
dress how the spatial and temporal elements of a
management question can influence study design.
In the second section, I review the characteristics of
powerful studies and the principles of experimental
design. The third section summarizes various types of
information (including existing data, retrospective
studies, and nonexperimental studies) and experi-
mental studies, and how they can contribute to

adaptive management. In the final section, T discuss
some points to consider in interpreting and commu-
nicating the results from adaptive management
studies, and in particular the difficulty in “unravel-
ling the causal web.” Throughout this chapter, T use
the oversimplistic labels “researcher” and “manager,”
fully realizing that in the real world many resource
professionals don both hats.

9.2 Types of Questions Addressed in Adaptive
Management

A little experience often upsets a lot of theory.
— Cadman

The B.C. Ministry of Forests defines adaptive man-
agement as a formal process entailing problem
assessment, study design, implementation, monitor-
ing, evaluation, and feedback (B.C. Ministry of
Forests 1996). In this approach, management activi-
ties are crafted as experiments to fill critical gaps in
knowledge. The key questions are: (1) To what extent
did the managment action lead to the measured out-
come? and (2) Are our assumptions valid about how
the system works?

Other institutions use the term “adaptive manage-
ment” differently. For example, the USDA Forest
Service incorporates the general concepts of adaptive
management into its planning, but not as a formal
process. Regardless of the definition of adaptive man-
agement and how it is institutionalized, monitoring
activities and evaluation of data are key steps in
adaptive management. The statistical approaches
discussed in this report can help in both the design of
monitoring activities and in the interpretation of
data.

9.2.1 Types of monitoring

There are three types of monitoring: implementation
monitoring, effectiveness monitoring, and validation
monitoring. Each type of monitoring serves a unique
function in an adaptive management study.

Implementation monitoring

Implementation monitoring (or compliance moni-
toring) essentially asks: Have the management guide-
lines been implemented correctly (Collopy et al. 1993)?
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Correct implementation can be determined by a
complete census of all activities or by sampling activ-
ities stratified by administrative unit or location. Ob-
viously, asking more detailed questions of the effects
and validity of particular management activities
should proceed only when they have been correctly
implemented. Implementation monitoring, however,
does not teach us about effects of management ac-
tions. Thus, the focus of adaptive management is ef-
fectiveness and validation monitoring.

Effectiveness monitoring

Effectiveness monitoring asks: Are the management
guidelines and activities producing the desired ef-
fects? Do the management activities really alter the
biophysical conditions as expected? Many questions
can be asked of the effects of management guidelines.
Highest priority should be directed to potential ef-
fects that have the most serious economic, biological,
or ecological ramifications, and those carrying the
greatest uncertainty.

Validation monitoring

Validation monitoring, technically the most difficult
of the three kinds of monitoring, asks: Are the ulti-
mate expectations for the guidelines being met? Are
the basic assumptions about how the biophysical sys-
tem operates really correct, or does it operate in a
very different way that would invalidate the selected
management approach? If so, how?

Validation monitoring may be used to validate
ecosystem models (Gentiol and Blake 1981), which is
vital to ensuring the models’ successful and appropri-
ate use. In adaptive management, validation moni-
toring should focus on the ecosystem elements that
have the greatest implications on the decision about
the best course of action. Problem assessment—iden-
tifying which relationships to validate—is the first
step of adaptive management.

9.2.2 Issues of space and time

Issues of space and time will in part determine the
type of study design that is possible. For example,
studies of large geographic areas may preclude repli-
cation, suggesting before-after-control-impact paired
(BACI-P) study (Schwarz, this volume, Chap. 3).
Similarly, long response times may suggest retrospec-
tive analysis of past actions to provide a preliminary
assessment of the impact of a proposed action.

Issues of space

The five kinds of spatial effects to consider can influ-
ence the design of a study as well as the interpretation
of its results.

1. What is the influence of on-site management
activities on off-site conditions? That is, local
management may influence remote conditions,
both directly and indirectly (Loehle 1990). An ex-
ample is the downstream effect of stream
temperature or sedimentation on fish populations
due to local reduction, removal, or restoration of
riparian vegetation cover.

2. What is the relative influence of off-site manage-
ment activities on on-site (desired) conditions?
On-site conditions can be influenced by other off-
site activities. For example, despite protection of
old-growth forest groves, some arboreal lichens
might nonetheless decline because of degraded air
quality from industrial pollutants originating else-
where in the airshed. The potential influence of
downstream dams and fish harvesting on the
abundance of local fish populations is another
example.

3. To what degree do local management activities in-
fluence the on-site (desired) conditions? That is,
to what extent do background noise and other en-
vironmental factors affect on-site conditions?
Local management may influence only a portion
of the total variation in local conditions. For ex-
ample, providing local breeding habitat only
partially succeeds in conserving populations of
neotropical migratory birds, whose numbers may
still decline due to pesticide loads or habitat loss
encountered during wintering in the neotropics.

4. What is the relative influence of conditions and ac-
tivities from different spatial scales, particularly the
effects on local stand-level conditions from broad-
er landscape-level factors? That is, desired
conditions and management actions are best ad-
dressed at appropriate scales of geography. As
examples, effects of forest management on abun-
dance of coarse woody debris are best assessed at
the stand level; effects of forest management on
vegetation conditions that affect visual quality or
goshawk (Accipiter gentilis) habitat are best as-
sessed at the landscape level; and effects of overall
management policy and ownership patterns on
grizzly bear (Ursus arctos) populations are best
assessed at subregional or regional levels.
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5. What are the cumulative effects of stand-level
treatments as they spread across the landscape?
For example, wind fetch and thus wind speed may
increase as clearcuts become wider with sequential,
adjacent cuts. Thus, the windthrow hazard in one
cutblock may increase as adjacent areas are cut,
and the windthrow hazard in those cutblocks
cannot simply be extrapolated from the hazard
measured in a single cutblock surrounded by trees.

For each of these five kinds of spatial effects,
adaptive management monitoring studies would be
designed and implemented differently. Where this is
not possible, spatial influences should at least be ac-
knowledged as potential sources of variation and
included in the analysis.

Issues of time

Answering questions about time effects can help dis-
tinguish true cause from non-causal correlation, and
treatment effects from natural variation. Three typi-
cal time scale issues follow.

1. What are the response times of variables? For
some variables, response may be apparent in a rel-
atively short period of time; others may respond
more slowly. Examples are the relatively short and
quick response time of seedling survival compared
with the long and slow response times associated
with many biodiversity indices (e.g., changes in
grizzly bear populations).

2. What are the lag times of variables? Some vari-
ables may not immediately respond to a treatment
or may depend greatly on site history. For exam-
ple, because acorn woodpeckers (Melanerpes
formicivorous) show high fidelity to particular sites,
a lag will exist before they respond to the removal
of granary trees (Ligon and Stacey 1996). This lack
of short-term response should not lead one to con-
clude that management actions—in this example,
the reduction or removal of granary trees—have
no effect. Sometimes these lags in response result
when conditions from prior time periods over-
whelm or influence responses from current
actions. For example, the intensity of a fire will be
influenced by site history, in addition to current
management actions. Thus short-term changes in
a response variable may reflect both the manage-
ment action and past site history. Some time-lag
effects can be quite variable and manifest as non-
monotonic (up and down) trends over the long

term. For example, annual non-monotonic varia-
tions in bird populations—both increases and
decreases—may belie truer long-term declines in
some population counts (Thomas and Martin

1996).

3. What are the cumulative effects of a variable over
time? Some variables do not make a mark except
over time or until a particular threshold has been
exceeded. An example is the adverse effect of cer-
tain pesticides on wildlife reproduction. The
detrimental effect may not be apparent until the
pesticide concentrations reach a particular level of
toxicity (Tiebout and Brugger 1995).

The design of adaptive management studies and
selection of analysis methods are guided in part by
these considerations of space and time. For example,
replication is one major consideration in designing
studies. Given a large geographic area, as tends to be
the focus in ecosystem management, or a rare condi-
tion, such as a threatened species population, are
spatial replicates possible? That is, can landscapes or
threatened populations be replicated at all, or in
adequate numbers? If the conditions cannot be repli-
cated, then pseudoreplication (e.g., dividing a single
area into smaller blocks) may be the only recourse
(Hurlbert 1984). Alternatively, other kinds of studies
(e.g., analytical surveys, expert testimony) might help
in assessing the impact of the treatments, although
they do not allow strong inference about cause.
Similarly, long response times and time lags make
temporal replication difficult. Retrospective studies
(see Smith, this volume, Chap. 4) provide one alter-
native for gaining insight into the long-term effects
of management actions. In cases where either spatial
or temporal replication is severely limited, a higher
probability of Type I and II errors might need to be
tolerated (see Anderson, this volume, Chap. 6).

In some cases, a powerful adaptive management
study may be possible but managers, decision-mak-
ers, industries, or other interested bodies may not be
willing to bear the cost, duration, and tight controls
on management activities. The consequences of not
using an optimum study must be explicitly consid-
ered and understood by all.
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9.3 Considerations in Designing an Adaptive Man-
agement Study

9.3.1 Characteristics of a powerful adaptive man-
agement study

To help in evaluating management actions and vali-
dating functional and causal relationships, an
adaptive management study should be consistent
(i.e., should represent the system of interest), accu-
rate, precise, and unbiased (see Routledge, this
volume, Chap. 5). Managers and researchers should
work together in designing an adaptive management
study that represents the real system and provides in-
formation within acceptable limits of Type I and
Type II errors (Anderson, this volume, Chap. 6).
They may also want to consider the trade-offs inher-
ent in relaxing any of the conditions, such as
accepting a lower but still acceptable level of preci-
sion in exchange for lower cost or more rapid results.
The study design should also be independently re-
viewed to assess its capability to meet the desired
(and often conflicting) criteria of high consistency,
high accuracy, high precision, and low bias.

9.3.2 What managers need to ask of reliability
Managers should ask four general questions regard-
ing the reliability of adaptive management studies
and their results.

1. What confidence can I have in the results of this
adaptive management study, particularly for
avoiding false positives? Statistically, this question
can be answered by calculating the probability of a
Type I error (Anderson, this volume, Chap. 6).

2. What power do the results provide for avoiding
false negatives (Anderson, this volume, Chap. 6)?
Statistically, this can be answered by calculating
the probability of a Type II error (although
Bayesian approaches differ significantly in not
dealing with questions of confidence and power).
Type I and Type II errors hold different implica-
tions for managers (Marcot 1986; Anderson, this
volume, Chap. 6). For example, if the adaptive
management study is aimed at determining ad-
verse effects of some management activity on a
wildlife species that is threatened, then managers
may be more tolerant of a Type I error than of a
Type II error. However, if the species is not threat-
ened and the activity results in important
commodity production and economic return,
then they may be more tolerant of a Type II error.

3. What is the relevance of the results? How repre-
sentative is the study of other sites or conditions?
Some studies may reveal only local conditions and
the chance effects of unique site histories, rather
than overall effects, or they may pertain to only
one vegetation type or climatic condition. The
manager should know the contexts under which
results apply. For example, results of a forest thin-
ning operation may apply to only a particular
initial stand density or forest type.

4. Were the effects truly a result of the management
activity? This question cuts to the heart of separat-
ing cause from noise, and determining what really
influenced the outcome. The experimental studies
that are central to adaptive management are de-
signed to determine causality. Researchers and
managers should not assume that demonstration
of pattern and correlation constitutes valid evi-
dence of causation.

9.3.3 Principles of experimental design

To help ensure success in evaluating management
actions, researchers should review adaptive manage-
ment studies for the four main principles of
experimentation: randomization, replication, block-
ing, and representation (see Nemec, this volume,
Chap. 2). Randomization reduces bias. Replication
allows an estimation of variance, which is vital for
confirming observed differences. Blocking increases
precision and reduces cost and sample size. Represen-
tation helps to ensure study of the correct universe of
interest.

In the real world, these four principles cannot al-
ways be met and compromises are necessary. It is
often impossible to fully randomly allocate treat-
ments, such as forest clearcuts or fire locations. In
such cases, study sites may be randomly selected
from existing clearcuts or fire locations, resulting in
nonexperimental studies (e.g., observational studies,
analytical surveys, retrospective studies, or impact
studies; see Schwarz, this volume, Chap. 3). When in-
terpreting study results, researchers should account
for the site-specific characteristics leading to the ini-
tial nonrandom assignment of the treatment.
Furthermore, the researcher should recognize that
the altered study can no longer provide reliable
knowledge of cause, but only generates hypotheses
for validation when future management actions are
implemented.

When replication is not possible, suspected causal
effects can be masked by confounding hidden causes
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or by spurious correlations. Researchers may be
tempted to resolve the problem by taking multiple
samples as pseudoreplications. The drawback of this
solution is that study results apply to study areas
only and cannot be generalized to the entire system
of interest.

When blocking is not feasible, precision suffers.
Larger sample sizes, hence increased cost, are neces-
sary to achieve desired levels of confidence and
power. Finally, when a study considers only a portion
of the system of interest (due to lack of randomiza-
tion, replication, or funding), generalization of the
results to the entire system could be inappropriate
and misleading. In this case, researchers and man-
agers together must re-evaluate the study objectives
and scope.

Even though researchers are responsible for
designing studies, managers and decision-makers
should be aware of these issues and possible limita-
tions. Other useful aspects of measurement errors are
reviewed by Routledge (this volume, Chap. 5), who
presents a useful set of criteria for selecting indices.

9.4 Types of Information and Study Designs

Study the past if you would divine the future.
— Confucius

Information from sources other than management
experiments can play important roles in adaptive
management. For example, expert judgement, anec-
dotes, existing data, and literature can help in
building simulation models used to explore alterna-
tive scenarios and identify key uncertainties.
Information from these sources can also provide sup-
porting evidence, which becomes important when
real world limitations prevent the design of “ideal”
management experiments. Each source of informa-
tion provides different levels of reliability.

9.4.1 Learning from existing data, expertise, and
expert testimony

Using existing data and literature

In the initial stages of adaptive management, existing
data and literature can be used to evaluate scenarios,
project effects, or devise guidelines. However, the
ability to determine treatment effects from existing
data is often limited because such data may not cover

the range of environments or treatments proposed,
or may be knitted from disparate databases. In addi-
tion, the spatial, temporal, or ecological scope and
the degree of reliability of such data may be poorly
documented. Perhaps a good reminder of the poten-
tial weaknesses of using existing information is to
remember the acronym for “best available data.”
When existing data are used, how well they can ad-
dress the critical management question should be
assessed honestly and accurately.

Gathering expertise and expert testimony

Another source of information is expert judgement,
review, and testimony. Broad-scale assessments of
wildlife population viability conducted recently by
federal resource management agencies of the western
United States have relied on panels of experts and
contracted technical reports to fill in many gaps left
by existing databases and publications (e.g., Schuster
et al. 1985). In my own work using expert-panel
approaches, I have modified' the Delphi technique
(Zuboy 1981; Richey, Horner, and Mar 1985) to col-
lect expert knowledge and judgement (Marcot et al.
1997). However, expert judgement cannot replace
statistically sound experiments.

9.4.2 Learning from management actions
Probably the most reliable means of gathering infor-
mation for assessing the impact of management
actions is to conduct field studies. But, like publica-
tions and expert opinion, empirical evidence comes
in many forms and levels of usefulness. A few key
sources of evidence for the manager to know about—
listed here in increasing order of reliability—include
anecdotes and expert judgement, retrospective stud-
ies, nonexperimental (observational) studies, and
experimental manipulation.

Anecdotes and expert judgement

The results of management actions are often evaluat-
ed informally by simple observations with no mea-
surements. Such opportunistic observations are

a two-edged foil: while the collective expertise from
field experts can constitute a valuable and irreplace-
able pool of wisdom, individual anecdotes can prove
strikingly misleading. As a whole, anecdotal informa-
tion should be used with a great deal of caution—or
at least with rigorous peer review—to help avoid
problems such as motivational bias (Marcot et al. 1997).

1 Modifications addressed the need to adhere to the U.S. Federal Advisory Committee Act, by polling individual experts for basic ecological in-
formation and not reaching group consensus on specific management actions.
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Anecdotes and expert judgement alone are not rec-

ommended for evaluating management actions be-

cause of their low reliability and unknown bias.

In the BC Forest Service, use of this source of infor-
mation alone to evaluate management actions is not
considered adaptive management.

Retrospective studies

Sometimes the results of management actions are
provided by measuring the outcomes of future ac-
tions taken in the past. Retrospective studies (evalu-
ating the outcomes of actions taken in the past) are
valuable for helping to predict the outcomes of future
actions. These studies can provide some insights to
support or refute proposed hypotheses, and are par-
ticularly valuable for problems where some indica-
tors take a long time to respond. However, because
the treatments might not have been randomly as-
signed, and the initial conditions and the details of
the treatments are often unknown, teasing out causal
factors may be challenging at best and misleading at
worst.

Nonexperimental (observational) studies
Nonexperimental studies (called observational
studies by some authors) are the most common kind
of field studies reported in wildlife journals. Like ret-
rospective studies, nonexperimental studies are not
based on experimental manipulations. Although it
may be debatable whether nonexperimental studies
should entail hypothesis testing, they should
nonetheless meet statistical assumptions, including
adequacy of samples sizes and selection of study sites,
to ensure reliable results. Much can be learned from
taking advantage of existing conditions and un-
planned disturbances (Carpenter 1990; Schwarz, this
volume, Chap. 3).

Nonexperimental studies usually entail analysis of
correlations among environmental and organism pa-
rameters, such as studying the correlations between
clearcutting and wildlife response. Causes are
inferred and corroborated through repeated observa-
tions under different conditions. Because results may
be confounded by uncontrolled (and unknown) fac-
tors, nonexperimental studies are best interpreted as
providing only insights to cause. These insights can
be valuable in predicting outcomes of actions, but
again, the veracity of such predictions and the effects
of management actions are best evaluated through
controlled experiments (McKinlay 1975, 1985). Of

nonexperimental studies, BACI-P designs allow the
strongest inferences about causes (Schwarz, this vol-
ume, Chap. 3).

Inventories and surveys are not the same as nonex-
perimental studies; they display patterns but do not
reveal correlates. Nevertheless, inventories and sur-
veys can be useful in adaptive management. They
provide information from which to select random
samples, or a baseline of conditions from which to
monitor changes over time. Inventories and surveys
should still adhere to strict sampling protocols and
can use more advanced statistical methods to stream-
line efficiencies (Schwarz, this volume, Chap. 3). For
example, Max et al. (1990) presented an inventory
method of random sampling of Northern Spotted
Owl (Strix occidentalis caurina) territories with par-
tial, annual replacement of samples to increase
accuracy and reduce bias in estimates of site occu-
pancy.

One particularly terse version of inventories is
rapid assessment procedure (RAP) or rapid survey,
used by some conservation groups “running ahead of
the bulldozers” to survey biota of tropical forests
(Oliver and Beattie 1993, 1996). Rapid surveys may
prove useful in some temperate ecosystems as well,
but should be used only to provide quick, initial,
mostly qualitative or categorical information from
which to design more formal adaptive management
studies.

Experimental manipulation

Management actions can best be evaluated
through experimentation (Nemec, this volume,
Chap. 2). Experimental manipulations can be used
to quantify the contributions from each suspected
causal factor, and ultimately to develop, refine, and
validate prediction models. The kind of experimenta-
tion referred to here involves deliberate, planned
alterations of one or more sites, one of which may be
an unaltered control.

Finally, demonstrations are not adaptive manage-
ment per se, but often appear in the adaptive
management literature (e.g., Yaffee et al. 1996).
Demonstrations are designed to showcase the execu-
tion of specific management activities such as
silvicultural techniques but they do not provide the
evidence that controlled, replicated experiments do.
When faced with a proposal for a demonstration
“study,” the manager might first ask if they need evi-
dence of cause and effect, and, if so, if a management
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experiment with controls and replicated treatments
would better provide evidence as well as the opportu-
nity to demonstrate the activities.

9.4.3 Information for improving study designs
Study designs can be improved by using prior knowl-
edge of the system of interest gained through
retrospective analysis of past events, existing litera-
ture, and expert testimony. This information can aid
in blocking samples to increase study efficiency, and
in ensuring correct spatial and temporal representa-
tion of samples.

Study design can also benefit from initial field
sampling. This sampling can provide preliminary
estimates of variance of parameters that can be used
to calculate sample size necessary to meet desired
levels of precision. Initial field sampling also gives
information on stratification or blocking strategy
and helps to reveal conditions not originally consid-
ered in a study.

The relative merit of alternative study designs can
be assessed using the tools of quantitative decision
analysis, including Bayesian statistics (see Bergerud
and Reed, this volume, Chap. 7; Peterman and Peters,
this volume, Chap. 8). Such analysis may suggest, for
example, the sampling period, sampling frequency,
and sample size necessary for providing reliable
information in a suitable time frame and at an ac-
ceptable cost.

The past several sections have discussed character-
istics of AM study designs and use of information
sources. I turn next to the topic of integrating study
results into statements of risk. The topic of risk is also
addressed by Peterman and Peters (this volume,
Chap. 8).

9.5 Risk Analysis and Risk Management

Lots of folks confuse bad management with destiny.
— Kin Hubbard

9.5.1 Risk: speaking the same language between
analysis and management

The concept of risk has pervaded much of the adap-
tive management literature and much of land
management planning. However, researchers and
managers often use the term “risk” in vastly different
ways. This use can lead to, at best, confusion in inter-
preting results, or, at worst, misrepresentation of
study results. For adaptive management, risk is

defined as the expected value of adverse outcomes of
a management action.

It is useful in adaptive management to differentiate
risk analysis from risk management. In risk analysis,
the researcher lists possible outcomes, estimates their
likelihoods under one or more alternative future sce-
narios, and calculates their individual “utilities” by
weighting outcome likelihoods by outcome values.
These values are usually derived by managers and
may pertain to social, economic, or political interests,
as well as to legal regulations and objectives for re-
source management. Weighting outcome values with
outcome likelihoods helps the manager to determine
the overall risk of a management action. Then, in risk
management, the manager defines and applies their
risk attitude (their degree of risk-seeking, risk-neu-
tral, or risk-avoidance behaviour) and then decides
on the best course of action. In separating risk analy-
sis from risk management, the onus of articulating
outcome values, describing personal attitudes to risk,
and defining personal decision criteria is correctly
placed on the manager, not the researcher.

Formal decision analysis (Peterman and Peters,
this volume, Chap. 8) is a method for assessing the
risk of alternative outcomes of actions, taking uncer-
tainty into account. Most managers do weigh the
relative values or outcomes, their likelihoods, and a
host of other factors that limit the decision space,
such as political acceptability, effects on career, and
effects on potential future decisions. However, deci-
sion analysis “in your head” is a poor substitute for
quantitative decision analysis. At a minimum, man-
agers should explicitly reveal their own outcome
values, risk attidudes, and decision criteria.

9.5.2 Expressing uncertainties and unknowns
Uncertainty is a hallmark of science. However, man-
agers—as well as politicians, the media, the public,
and courts—typically view the issue of uncertainty
differently than do researchers. To the researcher,
uncertainty in adaptive management may represent
error of measurement, confounding effects of natural
variation, or other unstudied causes; such uncertain-
ty is to be expected and results are to be treated with
due care (Kodrick-Brown and Brown 1993). In some
sense, the researcher may be certain of a particular
level of variance, and may still view adaptive manage-
ment study results as strong evidence of some effect
of a management activity within some range of out-
come. To the manager and others, however, such
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variance may be seen as lack of evidence of effects, or
even as strong evidence of little or no effect, if the re-
searcher cannot be “certain” of the outcome.

Scientific unknowns should be treated as a qualita-
tively different beast than scientific uncertainty. For
the researcher, uncertain outcomes can be quantified
as some measure of variation (such as variance or
confidence interval), but unknowns cannot be quan-
tified at all. The influence of unknowns may be
deterministic, stochastic, strong, weak, or nonexis-
tent; the researcher often simply cannot say. Again,
however, the manager might erroneously view un-
knowns as lack of evidence of effect and thus as
justification to proceed unless some contrary “proof”
is provided.

Managers also need to understand how to inter-
pret results of adaptive management studies,
particularly in the context of a risk analysis. If adap-
tive management studies are designed as good
statistical investigations, then results can serve to ei-
ther falsify, or fail to falsify, the null hypothesis being
tested; results can never “prove” a hypothesis.? Fail-
ing to falsify the null hypothesis of no effect lends
only incremental credence to the management hy-
pothesis. One of the ways to lend greater credence is
through replicate findings that would further corrob-
orate results.

Therefore, researchers and managers (as well as
courts, media, and the public) must come to a com-
mon understanding of the concepts and implications
of scientific uncertainty, unknowns, risk and associ-
ated concepts of proof, errors, and statistical
falsification. Otherwise, results of adaptive manage-
ment studies can be severely misrepresented,
misunderstood, and misapplied.

9.5.3 Unravelling the causal web: when is it our
fault and what can be done?
One of the main reasons for conducting adaptive
management studies of resource use or ecosystem el-
ements is to determine not just patterns and trends
but also their causes. The manager should ask: What
is the true cause? Do our management activities di-
rectly affect the outcome, or merely set the stage for
other, more direct factors? To what degree do our
management activities influence the outcome?
Untangling the causal web in field situations can
be a great challenge. Seldom are causal factors affect-
ing ecosystems single, simple, or easily quantified.
Most often, factors interact in complex ways, such as

with indirect and secondary effects, and through
feedback relations (Figure 9.1). Even in the simplest
model (Figure 9.1a), the relative contributions of
known and unknown causes must be estimated. In
simple models, the contribution from linear associa-
tions—which may or may not be causal—is indicated
by the value of the coefficient of determination R? (or
adjusted R?), with the contribution from unknown
associations being 1-R2. In more complex models,
(Figures 9.1b, ¢, d), estimating relative contributions
can be more involved. In real-world cases, it is not al-
ways evident which factors act as proximate causes,
which act as less direct causes, which are mere corre-
lates with no causal relation, and which participate in
obligate feedback relations.

Of course, some relations are obvious, such as re-
moval of forest canopy causing the local elimination
of obligate canopy-dwelling organisms. But less obvi-
ous effects or gradations, though difficult to unravel,
may be of great interest to the manager. For example,
what degree of effect does partial removal of the for-
est canopy have on local plant or animal populations
that are only facultatively associated with canopy en-
vironments? Might there be compounding, cumula-
tive effects that exacerbate or ameliorate such effects,
such as wider regional loss of forest canopies, or
restoration of canopy conditions in adjacent stands?

To determine the relative influence of specific
management activities, the researcher may turn to
statistical techniques using estimation of partial
correlations. These methods help determine the
contribution of one factor, such as a management ac-
tivity, given the effects of all other factors (e.g., other
activities, natural changes in environments, unknown
causes). Traditional analyses such as step-wise multi-
ple regression help identify such partial influences.
Other, less well-known techniques such as regression
trees and path regression analysis (e.g., Schemske and
Horvitz 1988) can also be used.

Determining the relative influence of management
actions is vital for setting realistic expectations for
management results. For example, determining that
fragmentation of local forests affects breeding habitat
for migrating songbirds (Wilcove 1985) is only part of
the puzzle; loss of habitat on neotropical wintering
grounds is also a significant cause of declines in song-
bird populations. Therefore, changing local
management to reduce fragmentation should be ex-
pected to have only a partial impact on songbird
populations.

Some authors suggest that Bayesian analyses also can be interpreted as the testing of null hypotheses, that is, the prior probabilities.
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FIGURE 9.1 Causes and correlates: four examples. In all figures, S = wildlife species response; ? = unexplained variation due
to measurement error, experimental error, or effects of other environmental or species factors; solid arrows =
causal relations; dotted arrows = correlational relations that may or may not be causal. (a) In this simplest case,
some wildlife species response S, such as population presence or abundance, is assumed to be explained and
caused by some environmental factor E. (b) In a more complex case, we may be measuring one environmental
factor ET when the real cause is another environmental factor E2. (c) Getting closer to the real world, a second
species response S2 may be part of the cause. (d) Most like the real world, with feedback relations among the
dependent (response) variables S. (Adapted from Morrison et al. 1998, Fig. 10.2.)

9.5.4 A dilemma for managers: when samples are
few and crises are many

One bane of adaptive management is that, in many
cases, the unique field conditions make it difficult to
correctly design statistical studies to identify and
quantify causes. Especially when studying landscapes,
ecosystems, rare or threatened species, and infre-
quent events, the major problems in the design of
such studies are small sample size and inability to
replicate conditions. In such circumstances, what can
the researcher do, and how should the manager in-
terpret results? The answer may be found in several

courses of action: selecting correct indicators, merg-
ing disparate lines of evidence, and using statistical
procedures that take advantage of prior knowledge or
that function adequately with small sample sizes.

Selecting correct indicators

Indicators that are objective, repeatable measure-
ments, whose quality is documented quantitatively
should be selected. For adaptive management studies,
an indicator should (1) respond rapidly to changes,
(2) signal changes in other variables of interest, (3) be
monitored efficiently, and (4) be causally linked to
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changes in stressors. Most “ecological indicators”
purported to fit these criteria usually fail (Block et al.
1987; Patton 1987; Landres et al. 1988). For example,
the Northern Spotted Owl, often selected by USDA
Forest Service as an “old-growth indicator,” may
serve criterion (4), but fails with the other three crite-
ria: spotted owls have low reproductive rates and
long life spans, so they respond slowly to changes;
changes in their populations may not necessarily cor-
relate well with other desired facets of old-growth
forests (e.g., habitat for anadromous fish); and their
population trends are terribly costly to monitor.
Indicators that do meet these criteria include soil
arthropods as indicators of soil productivity (Mclver
et al. 1990; Moldenke and Lattin 1990; Pankhurst et
al. [editors] 1997); butterfly diversity as an indicator
of overall ecosystem diversity (Kremen 1994); and
some arboreal lichens as indicators of air quality
(Stolte et al. 1993; Geiser et al. 1994) or persistence of
old forests (Tibell 1992). See Murtaugh (1996) for a
review of the statistical basis of ecological indicators.

Merging disparate lines of evidence

Merging different study results is a second tactic that
can help in identifying causal relations when good
experimental design is impossible or impractical. In
statistics, this process is called “combining informa-
tion” (CI). Draper et al. (1992) provide a useful
overview of various CI techniques, including meth-
ods of meta-analysis (Hedges and Olkin 1985) that
can be useful in conservation research (Fernandez-
Duque and Valeggia 1994). For example,
meta-analysis was used by Burnham et al. (1996) to
determine overall trends of Northern Spotted Owls
by combining results from individual population
demography studies.

CI is not a panacea, as it can be fraught with
difficulties such as matching consistency and repre-
sentativeness among studies designed for different
initial objectives. Still, the researcher may wish to use
CI methods to merge lines of evidence taken from
available information. This available information
could include anecdotes and local experience, retro-
spective studies, observational studies, experimental
manipulations, and demonstrations. The reliability
of each source for inferring causes should be judged
very carefully.

In contrast to formal meta-analysis, simply pool-
ing data from different studies could lead to spurious
and misleading conclusions. For example, to assess
the impact of clearcutting on grizzly bear popula-

tions, the data from several studies might be com-
bined into an overall regression. This regression
might suggest a significant correlation between
clearcutting and grizzly bear populations. However,
grizzly bears within individual study areas might re-
spond differently to clearcutting because they come
from different geographic areas, latitudes, or forest
types. Thus the correlation may reflect these differ-
ences between populations, rather than any
treatment effect. The incorrect conclusion of correla-
tion would arise because such an analysis violates an
assumption underlying regression: that the data
come from the same statistical population with the
same causal mechanisms. On the other hand, a for-
mal meta-analysis approach would analyze results
from each study with differences among studies as an
explanatory factor. CI has great utility, especially
where powerful experimental studies are difficult.
However, managers and researchers must be careful
in its use, ensuring that studies are truly from the
same causal web.

Using statistical procedures that take advantage of
prior knowledge

Bayesian statistics were developed specifically for
using prior knowledge and incrementally gathered
field data (Ver Hoef 1996). Bayesian statistical tech-
niques include empirical Bayes and sequential Bayes
procedures, in which initial estimates of the likeli-
hood of conditions become incrementally adjusted
and refined over time as new evidence is gathered
(e.g., Gazey and Staley 1986; Link and Hahn 1996).
Expert opinion, existing literature and data, retro-
spective studies, and non-experimental studies can all
be used to establish preliminary values of prior prob-
abilities in a Bayesian analysis. Bayesian methods
were reviewed by Bergerud and Reed (this volume,
Chap. 7), who advocate their use to incorporate accu-
mulated knowledge of experts.

9.6 Conclusions and Recommendations

Knowledge is the small part of ignorance that we

arrange and classify. _ Ambrose Bierce

9.6.1 A decision tree for managers

The six stages of adaptive management and sources
of information appropriate for each stage are pre-
sented in Table 9.1. This table can be used by
managers as a decision tree to guide the choice of
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study for each stage of adaptive management, as well
as to guide the use of existing information.

At the problem assessment stage, existing informa-
tion is valuable for identifying potential impacts of
management actions. At the project design stage,
pilot studies (experimental or nonexperimental) are
recommended for fine tuning the study methodolo-
gy. Pilots can be used to estimate variability in the
response variables; these estimates can then be used
to determine sample size, effect size, and power for
the study. Controlled experiments allow the strongest
inference about the actual impacts of management
actions. Once a study has been implemented, rele-
vant data are collected through a monitoring process.
The data are then analyzed using appropriate statisti-
cal methods to answer questions set out at the
beginning of the adaptive management project. In
the evaluation stage, existing knowledge (based on
literature, expert judgement, and retrospective analy-
sis) is updated using data collected from the
management experiment to assess the effect or out-
come of an action. Using Bayesian analysis, existing
knowledge together with collected data can also be
used to determine the relative plausibility of suspect-
ed causes. Management actions are then adjusted
based on this updated knowledge. During the course
of the management experiment, new questions may
arise that then lead to further problem assessment,
project design, implementation, and so on, in a con-
tinuous cycle of learning.

9.6.2 Is there a “best” statistical approach to adap-
tive management?

The answer to this question is an unqualified “yes.”
The best approach for answering the questions “Did
this action have the desired effect?” and “Are the
basic assumptions underlying management decisions
correct?” is to use controlled, randomized experi-
ments with sufficient sample sizes and duration. This
approach provides the best understanding of causal
relations and the best basis for validating predictive
models—assuming that the models can provide
testable predictions.> Nevertheless, the informative-
ness of a statistical approach must also be weighed
against its costs (ecological, social, and economic).
Ultimately, designing management actions as con-

trolled, randomized experiments will provide the best

evidence for managers who face the difficult task of

making management decisions and defending such
decisions legally, politically, and scientifically.

Short of this ideal, both researchers and managers
have their work cut out for them. They should maxi-
mize the use of available information, but not draw
undue conclusions about causes. It may be useful to
explicitly array the various available lines of evidence
and to articulate the confidence in identifying causes
from each. Managers and researchers must look for
similarities and disparities among lines of evidence
and investigate reasons for the differences. Moreover,
they should seek peer review to ensure appropriate
and rigorous use of various sources of information.
Repeatability of findings and suspected causes is the
basis for true scientific understanding and predict-
ability.

Real-world adaptive management problems are
often complicated by time exigencies or finite fund-
ing so that powerful experiments are not possible.

If the study design must be compromised, then the
ramifications of drawing incorrect conclusions
should be thought out. When turning to field experts
for their professional opinions, managers should be
aware of potential problems such as motivational
and personal bias.

Managers should weigh the benefits and cost of a
more or less rigorous approach. For, in the end, reli-
able knowledge is a hard-won but essential
commodity for ensuring successful conservation
practices for future generations.
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