Common quandaries and their practical solutions in Bayesian network modeling
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ABSTRACT

Use and popularity of Bayesian network (BN) modeling has greatly expanded in recent years, but many common problems remain. Here, I summarize key problems in BN model construction and interpretation, along with suggested practical solutions. Problems in BN model construction include parameterizing probability values, variable definition, complex network structures, latent and confounding variables, outlier expert judgments, variable correlation, model peer review, tests of calibration and validation, model overfitting, and modeling wicked problems. Problems in BN model interpretation include objective creep, misconstruing variable influence, conflating correlation with causation, conflating proportion and expectation with probability, and using expert opinion. Solutions are offered for each problem and researchers are urged to innovate and share further solutions.

Published by Elsevier B.V.

1. Introduction

Bayesian network (BN) models are essentially graphs of variables depicted and linked by probabilities (Koski and Noble, 2011). BNs have become a favorite framework for assessment and modeling in a wide variety of fields, ranging from evaluating effects of climate change (Moe et al., 2016), trade-offs among ecosystem services (Landuyt et al., 2016), management of coastal resources (Hoshino et al., 2016), and many other applications (Pourret et al., 2008).

BN modeling is attractive because it is relatively easy to do, it provides a highly intuitive and interactive interface, and it is easy to manipulate to test model assumptions and scenarios. However, because of its growing popularity and ease of construction, BN modeling carries risks when misapplied. Further, a number of unobvious errors and problems can arise from model development through model interpretation, solutions for which few publications address.

Textbooks on BN modeling tend to not delve into many practical modeling problems and solutions, including books on introductions to BN modeling (Koski and Noble, 2011; Hobbs and Hooten, 2015; Holmes and Jain, 2010; Darwiche, 2009; Kjaerulf and Madsen, 2007; Neopolitan, 2003), and use in decision analysis and risk assessment (Jensen and Nielsen, 2007; Fenton and Neil, 2012; Condamin et al., 2006), artificial intelligence programming (Korb and Nicholson, 2010a, 2010b), causal modeling (Sloman, 2009), and other fields. Although the number of generally accessible journal articles on BN modeling has continued to increase in recent years, achieving an exponential growth at least during the period from 1980 to 2000 (Fig. 1), they too seldom offer practical solutions to many common problems. Other BN modeling references and guidelines have been produced that may provide some solutions, but many appear as unpublished or largely inaccessible reports (e.g., Bromley 2005), gray literature, government agency publications (e.g., Amstrup et al., 2008; Das, 2000; Pollino and Henderson, 2010), university reports (e.g., Korb et al., 2005), application user guides (Conrady and Jouffe, 2015; Woodberry and Mascaro, 2014), online tutorials (e.g., www.cs.ubc.ca/~murphyk/Bayes/bnintro.html), and embedded and online help systems of specific BN modeling programs (e.g., www.norsys.com/WebHelp/NETICA.htm).

A fine exception is the more generally available book chapter by Korb and Nicholson (2010a, 2010b) who covered a number of BN modeling mistakes pertaining to problem statements, model structures, and model parameters. The current paper is intended to complement and expand upon their highly useful contribution and other sources cited above, and to call for clarity in definitions of terms used in BN modeling. My intent is not to critique specific, published models, but rather to summarize major, common problems I have encountered in BN model construction and interpretation, and to offer practical solutions. I draw mostly from my >25 years’ experience with working in this modeling construct (e.g., Marcot, 1990, 1991, 2007, 2012; Marcot et al., 2001, 2006), learning from many fine colleagues and collaborators, and advising others on BN modeling projects.
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2. Quandaries and solutions in Bayesian network construction

BN models are constructed by specifying variables with continuous or, more commonly, discrete states, and linking them with conditional probability values that specify the immediate relationship between and among the variables. This section addresses problems commonly encountered in BN modeling pertaining to construction of the network and setting the probability values underlying each variable. Probability values typically appear in BN models (1) as an unconditional (or prior) probability table for variables (nodes) that are dependent on no other variables, that is, that have no “parent” nodes, or (2) as a conditional probability table (CPT) for variables that are dependent on other variables. Probabilities are typically depicted on [0,1] scales.

**Issue**: Thinking that every CPT must contain values that span [0,1] (i.e., 0% and 100%).

*Why this is a problem*: When specifying CPT values manually – rather than from a machine-learning algorithm using a data set – some modelers start by denoting worst and best combinations of inputs with values of 0 and 1, respectively, and then gauging intermediate values for the rest of the table, as a short cut method. However, forcing CPTs to always “peg corner values” of 0 and 1 probabilities (e.g., Table 1) can unduly affect the sensitivity structure of a model by overstating the influence of a variable; i.e., an incremental change of probability from 0.99 to 1 may have a far greater influence than a change from 0.50 to 0.51. This problem may arise when specifying values from expert knowledge instead of via machine-learning algorithms.

*Practical solution*: Depending on the objectives of the model and how CPTs are formulated – i.e., induced from data or proposed from expert knowledge – CPT values can be interpreted as representing frequencies of occurrence of outcomes given conditions. As such, values of a CPT would not necessarily need to, and often should not, span [0,1].

**Issue**: Vague node names and unmeasurable node states.

*Why this is a problem*: BN models developed from expert knowledge – particularly from multiple experts – often contain nodes that are ill-defined and unmeasurable, making the overall model little more than an unverifiable belief system, thus reducing its potential credibility, practical application, and validation (Pitchforth and Mengersen, 2013). An example could be in a model evaluating habitat conditions for a wildlife species that contains a node named “population response,” where the states of the node might be given as ‘high’ and “low.” In this example (Fig. 2), if the node name is not defined with a specific unit of measure, it could be interpreted as many possible measures of response such as percent occurrence of the species, population density, population trend, a resource selection function, and so on. The states as given would be ambiguous and unclear if they do not each have clear cutoff conditions or values, leading different observers to interpret and measure them in very different ways, resulting in different model outcomes for the same conditions.

*Practical solution*: As far as possible, all nodes and their states – particularly input nodes that drive the model – should be clearly defined and empirically measurable, whether categorizing, counting, or quantifying, prior to populating the probability tables. That is, it should be possible to send someone into the field, into a lab, etc., and know exactly and unambiguously what the node represents and consistently how to measure it.

**Issue**: Too many parent nodes and no higher thinking about summary variables.

*Why this is a problem*: This can be problematic for models particularly in which CPTs are to be populated by expert knowledge, rather than induced from a data set and a machine-learning algorithm. Too many parent nodes – along with too many discrete or discretized states of parents and child nodes – result in massive, multi-dimensional CPT structures that are difficult to impossible to visualize and for which to effectively specify values (e.g., Fig. 2a). In a way, this throws all affector variables into the same pot with little thinking about relative causal influences that could better be partitioned out (Fig. 2b).

*Practical solution*: Combine some of the parent nodes, a few at a time, into fewer intermediate nodes (although this in turn can run the risk of the previous issue of vague node names and states). This should be done based on logical combinations, causal structures, and consideration of potential latent variables not otherwise explicitly expressed in the influence diagram. Then, the fewer inter-
Table 1
Conditional probability table of node 'Maternal Roosts' in Fig. 2b, illustrating probability values "pegging the corners" to span [0,1]. Outcome values in each row represent probabilities given a specific prior condition, whereas outcome values in each column represent likelihoods of various prior conditions given a specific outcome. In the first row, the odds ratio of Adequate:Inadequate is 0.8:0.2 or 4:1. In the Adequate outcome column, the risk ratio (or likelihood ratio) of prior conditions [Present, Present, ≥30] and [Present, Present, 20 to 30] is 0.8:1.0.

<table>
<thead>
<tr>
<th>Parent nodes</th>
<th>Maternal Roosts outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>Caves or Mines</td>
<td>Large Snags/Trees</td>
</tr>
<tr>
<td>Present</td>
<td>Present</td>
</tr>
<tr>
<td>Present</td>
<td>Present</td>
</tr>
<tr>
<td>Present</td>
<td>Present</td>
</tr>
<tr>
<td>Present</td>
<td>Absent</td>
</tr>
<tr>
<td>Present</td>
<td>Absent</td>
</tr>
<tr>
<td>Present</td>
<td>Absent</td>
</tr>
<tr>
<td>Absent</td>
<td>Present</td>
</tr>
<tr>
<td>Absent</td>
<td>Present</td>
</tr>
<tr>
<td>Absent</td>
<td>Present</td>
</tr>
<tr>
<td>Absent</td>
<td>Absent</td>
</tr>
<tr>
<td>Absent</td>
<td>Absent</td>
</tr>
<tr>
<td>Absent</td>
<td>Absent</td>
</tr>
</tbody>
</table>

mediate nodes can be combined into the original child node so that it has a far smaller and more tractable CPT dimensionality.

Consider first exploring covariate correlations, such as with simple bivariate Pearson correlation coefficients \( r \), to exclude highly correlated variables with \( |r| \geq 0.7 \). Also consider exploring path regression or general linear models first to determine partial correlation strengths to prioritize key covariates and possibly exclude.

Fig. 2. Structuring a Bayesian network model with intermediate nodes so as to make conditional probability tables smaller and tractable for parameterization by expert elicitation. The model evaluates the potential response of Townsend’s big-eared bats (Corynorhinus townsendii) to conditions pertaining to their hibernacula, roost, and foraging sites (after Marcot et al., 2001).

(a) Initial expert-guided model structure with all covariates directly linked to the bat response outcome variable, the conditional probability table of which contains 1152 values.

(b) The same model with four summary nodes inserted to improve the logical structure and to greatly reduce the size of the conditional probability table of the outcome variable to only 32 values.
Issue: Ignoring the role of potential latent variables in expert-structured networks.

Why this is a problem: A latent variable is one inferred from the mathematical relation among other observed variables. Not allowing for those relations can greatly reduce the classification accuracy and explanatory power of a model.

Practical solution: Provide links between predictor variables if they are related causally, if they show significant correlation, or if they are otherwise dynamically related. In this way, a parameterized network then can treat such node cliques as an emergent latent influence, as such is done with latent variables in structural equation modeling (Arbontitsis et al., 2006; Capmouteres and Anand, 2016; Grace et al., 2010).

Issue: Not considering confounding variables when constructing a causal network.

Why this is a problem: Sometimes used synonymously with “lurking variable,” a confounding variable is one that is not considered or measured in a study but that could influence other variables. Not including confounding variables can attribute causality to the wrong predictor variable, can bias sensitivity analyses of a model, or at best, can fail to account for full explanatory power.

Practical solution: One can provide at least a “ghost node” placeholder for suspected confounding variables, to be specified, adjusted, and parameterized upon further data collection and study. A ghost node – defined here as one with no influence – would be included in a network such that would have no effect on its child nodes whose probability distributions would not vary by the ghost node’s different states. But it serves at least as a marker to explicitly denote recognition of a higher-order influence. Other solutions include randomizing the effect of a confounding variable over other variables (Guillemette and Larsen, 2002), or factoring out the variable if it contributes to autocorrelation (King et al., 2005).

Issue: Discounting or eliminating one expert’s input (e.g., CPT values) if it diverges from other experts’ inputs, because it is seen as an outlier opinion.

Why this is a problem: The one lone-wolf expert might have unique knowledge or experience of a situation that other experts do not. Ignoring that knowledge could bias the resulting model and make it less robust to new situations.

Practical solution: Poll experts individually in structured deliberations (Gregory et al., 2012), if >1 expert is used to structure or parameterize a BN model, whereas using an expert paneling approach to reach consensus, such as with the Delphi method (Hsu and Sandford 2007; Delbecq et al., 1986), masks individual variances. Have them identify the strength of evidence as well as key uncertainties for their responses and inputs. Also define up front if the objective is to create one model to represent all experts’ knowledge collectively, or to create >1 model so as to represent the potential differences among the experts; either way, do not summarily discount the lone wolf without valid rationale.

Another solution is to explicitly include a node in the network to represent each expert, either by name or code if they are to remain anonymous, and link that node to whichever other variables that they directly influence (Uusitalo et al., 2005). This structure can be useful for directly quantifying the sensitivity of model outcomes to experts’ inputs, and can provide the option to weight the experts if needed.

Issue: Not linking parentless input nodes that are themselves correlated, nor even checking for their correlation to begin with.

Why this is a problem: In Bayesian networks using Dirichlet-multinomial prior probabilities (Spiegelhalter et al., 1993), it is assumed that unlinked parentless (input) variables are uncorrelated. Failing to denote correlated variables with links in a Bayesian network model incorrectly represents the probability structure of the network, which could bias the sensitivity and the influence dynamics of the model and validation outcomes.

Practical solution: If empirical data sets are available, run simple bivariate Pearson correlations on the input variables and, if they are all retained in the model, link the ones with high correlation (Stevens and Thadani, 2006), particularly when |r| ≥ 0.7 or so, if they are to be retained in the network. If empirical data sets are unavailable, consult with experts to determine which input variables are likely to be correlated in their experience, and link them accordingly. Link them according to logical causal relations if one exists (linking affector causal agents to resulting effector agents); otherwise, use as the parent node that variable in a correlated pair that is easier or less costly to determine or observe. If, in running the model, the values of both members of a correlated pair of variables will be specified, then it generally doesn’t matter how they are linked. Also, when prior knowledge exists about correlations among variables, a more robust model structure may result from applying supervised techniques to identify and designate link structures around known interdependencies (Uusitalo 2007).

Issue: No peer review of the model with reconciliation.

Why this is a problem: This can be a problem of scientific credibility, particularly with expert-structured networks.

Practical solution: Especially for expert-based networks, seek peer review at two stages of model development: (1) specification of the initial influence structure showing node names, states, and their linkages, along with clear definitions of the node names and each state, including potential units of measure and means of measurement of their states; (2) the fully-operational alpha-level model including its CPT values, equations used in nodes, and other aspects of the model parameters (Marcot et al., 2006). Review of the initial influence structure is sometimes overlooked but it can help modelers avoid investing in a poorly-structured network from which later changes become increasingly difficult.

Issue: No specific tests of model calibration and especially validation.

Why this is a problem: Testing a model against a set of data which may have been used in some way to build the model is a measure of model calibration. Testing a model against a set of independent data not used to build the model is a test of model validation (e.g., Caley et al., 2014). Depending on the purpose of the model, not conducting tests of model calibration and validation can result in a tool with no clear determination of its accuracy and expected error rates (Type I and Type II). This is not so much a problem with models intended to basically represent the state of knowledge, or models for which case data are simply unavailable, impractical, or nonmeaningful, but can be problematic for other models aimed at prediction, projection, and causal explanation.

Practical solution: Where data are available or can be gathered, compile a case file of known conditions and their outcomes as means to test model prediction (classification) accuracy. Many
metrics are available to denote model prediction or classification accuracy and error rates (Marcot, 2012); select the metric(s) that best fits the purpose of the model. Park and Budescu (2015) also suggested a method of aggregating probability intervals to improve calibration. Of increasing popularity in validation testing is use of k-fold cross-validation or the leave-one-out technique (Arlot and Celisse, 2010; Forio et al., 2015).

Where data are unavailable or cannot be gathered, it may be possible to query other experts and compile a case file of their experience and known or predicted outcomes, and use that to validate the model. However, such results would then be more appropriately interpreted as verification of the model against outcomes provided by a set of independent experts’ knowledge.

Issue: Confusing calibration with validation.

Why this is a problem: Following the above issue, calibration and validation, as defined above, differ in their objectives. Confusing calibration with validation leads to incorrectly overstating model accuracy. Calibration tests how well a model is constructed to represent the conditions and variations in a given data set, whereas validation tests how well the model can predict (or classify) independent conditions using data that were not applied to its construction. When a model has a high degree of fit to a set of data, calibration accuracy will likewise be high (issues of overfitting aside), but this does not necessarily mean that the model is useful for other conditions and contexts beyond those of the data set.

Practical solution: Conduct separate tests of model calibration and, where possible, validation.

Issue: Overfitting of a machine-learned network structure or probability parameters to a data set.

Why this is a problem: Overfitting classically results in a model with no degrees of freedom; in Bayesian networks, this means that the model has very limited robustness for application to situations outside those in the data used to structure or parameterize the model (Kuschnar et al., 2010).

Practical solution: If a data set is large enough, parameterize the model using a bootstrapping technique (e.g., using leave-one-out), or otherwise conduct k-fold cross-validation. If the data set is very small compared to model complexity (numbers of nodes, states, and links), consider first parameterizing it using expert knowledge, and then test and update it with the data set, instead of inducing the model structure and parameters strictly from the data. Measures of, and means of avoiding, overfitting in BN models are also provided by Cawley and Talbot (2007), Han et al. (2014), and Jakulin and Rish (2006). Pollino et al. (2007) developed BN models for ecological risk assessment by combining data-driven and expert-specified approaches, which could help alleviate overfitting.

Issue: Models parameterized from machine-learning probability algorithms often have many unspecified or extreme values in the resulting probability tables.

Why this is a problem: Inducing (machine-learning) probability structures from a case file by incorporating the case file or using a gradient or expectation maximization (EM) algorithm (e.g., Dlamini, 2011) often results in many unspecified values or “holes” in the CPT of the outcome variable (node). The holes are typically filled with uniform probability distributions (automatically in Netica®, Norsys Inc.). This problem occurs very commonly because typical empirical case files often lack all possible combinations of all states of input (parent) nodes, especially in sample sizes large enough by which to derive frequency distributions of outcomes; and if only one case is available for a specific combination of input states, the resulting probabilities will be skewed as [1,0,0]. It is also more apt to occur with networks having more input nodes and states, fewer examples in the case file, or both.

The resulting model then really pertains only to the conditions represented in the case file, that is, to the input combinations for which there were data to train the model. For all other conditions not represented in the case file, the model presumes or defaults to uniform probability outcomes, which represents total uncertainty. Further, such a condition will skew the model’s sensitivity structure and scenario run results.

Practical solution: This problem is not trivial. First, the conditional probability tables developed from data-driven algorithms can be quickly scanned to determine the specific occurrence and severity of this condition, by locating the uniform probability distributions. Then, various approaches can help reduce this problem:

(1) Initially structure the model (establishing the linkages among nodes) using expert guidance to deliberately (a) reduce the number of input variables, (b) include intermediate summary variables, and (c) reduce the number of states in input and outcome variables. This should greatly decrease the complexity and size of the output node CPT, but still will not guarantee that all combinations of inputs are represented as cases in the case file. In one approach, Myllymäki et al. (2002) recommended methods which use ecologically significant breakpoints and that minimize the number of states so that each interval contains enough data to parameterize and run the model.

Alternatively, CPT size can be kept small by using a naive Bayes approach or a variant thereof (e.g., tree augmented network, Jiang et al., 2012) to structure a network from a data set. Naive Bayes structures result in links directed from a response variable to their covariates (factor variables). This can be confusing to interpret because superficially it appears that cause and effect relationships seem reversed. However, after a naive BN model is defined and parameterized with CPT values, the direction of node links can then be reversed if a causal structure is desired, and this does not alter the functioning of the model.

(2) Restructure the model, and/or expand the case file, so that all combinations of inputs are represented in the case file by »1 case; this may take greatly simplifying a first-generation “alpha” level (Marcot et al., 2006) model to better match a given case file, or securing additional case examples to fill in expected holes.

(3) Alternatively, initially populate the probability tables (especially the CPTs) in the model with best expert knowledge, and then when updating the model from a case file, revise but do not delete those probability values. In this way, the “holes” in the outcome CPT will retain at least the expert-generated values, although thought needs to go into the relative weighting of expert values versus data cases. Then, you will still want to conduct a series of structured influence runs (Marcot, 2012) to determine if incorporating the case file resulted in any non sequitur outcome patterns. Using this approach, initially structure the model from expert knowledge rather than using a machine-learning approach which can result in broad, shallow networks with large conditional probability table structures that may be very difficult to interpret and manually parameterize.

(4) Other approaches to filling in the “missing” (uniform probability) outcomes can include exporting the CPT to a spreadsheet and then create bivariate line plots and using an interpolation (does not have to be linear!) or imputation approach to smooth the probability values. An imputation approach might use multivariate statistics such as canonical correlation to determine
the value of a missing probability based on where it falls in a state-space relative to other known values and their inputs. With complex CPTs, such as with >3 parent variables, interpolation can become difficult to logically interpret. Alternatively, Oniško et al. (2001) proposed a method employing Noisy-OR gates that reduces dependence on size of the case file to fill in missing probabilities. This algorithm has been incorporated into the GeNiE Modeler® (BayesFusion, LLC) BN modeling program.

(5) Live with the holes! Perhaps they are not critical to subsequent use of the model for particular locations or contexts. Or they could even be useful representations of data gaps and incomplete knowledge (from the case file). Or, fill in only those CTP holes for which you know you will need for new situations, and let the rest remain as uniform probabilities.

**Issue:** Trying to model a truly “wicked problem.”

**Why this is a problem:** Wicked problems, by definition, are intractable and insolvable (Rittel and Webber, 1973).

**Practical solution:** Deconstruct the problem definition into more elemental component problem statements that can be modeled (Sethi and Dalton, 2012). Apply expert judgment — here, defined as the process of applying personal experience in weighing evidence or information to reach a conclusion — to components of the problem (Richards et al., 2014). Wicked problems sometimes can be made tractable by use of collective experience of multiple experts (van Bueren et al., 2003; Conklin, 2005), as in well-orchestrated expert panels (e.g., Orsi et al., 2011).

3. Quandaries and solutions in Bayesian network interpretation

In this section I discuss problems and solutions pertaining to the interpretation of using a Bayesian network for a stated purpose.

**Issue:** Unclear initial conditions, leading to “objective creep.”

**Why this is a problem:** Unclear modeling objectives typically lead to poorly-designed models that are expected to provide a wide range of services such as diagnosis, prediction, forecasting, scenario assessment, mitigation, and so on (Table 2). No one model can do it all. As model development continues, the expectations for its use and the kinds and numbers of variables incorporated often tend to “creep,” meaning constant change or expansion. This results in a poorly-considered model structure with unclear utility and often a waste of effort and money in its development, as well as a model with low to no scientific credibility.

**Practical solution:** Begin any modeling project with a clear, simple, written statement of the purpose and objective (Chen and Pollino, 2012); select one main objective such as those presented in Table 2. State this as a problem to be solved, not as a model structure per se. Remember that, for most practical modeling projects, “building a model” is a method, not an objective.

**Issue:** Conflating probability, likelihood, odds, and risk.

**Why this is a problem:** Confusion over statistical terms can lead to misinterpretation of the purpose, interpretation, and application of a BN model. Using the terms interchangeably is a common error, whereas they each serve very different purposes.

**Practical solution:** Define and use these terms with clarity (Table 1). Probability refers to possible outcomes given a set of specified initial conditions, and is depicted as rows in a conditional probability table wherein all outcome probability values sum to 1. Likelihood refers to possible initial conditions that could lead to a specified outcome, and is depicted as columns in a conditional probability table, wherein the sum of column values do not necessarily sum to 1; normalizing the values in a column approximates a normalized likelihood function. Odds (or odds ratio) refers to the probability of one outcome compared with another outcome (Pearl 2000); e.g., the odds of outcome A compared with outcome B is the posterior probability of outcome A divided by that of outcome B. In addition, risk ratio (or likelihood ratio) is the likelihood of one initial condition given an outcome, divided by the likelihood of another initial condition given that same outcome (Rothman and Greenland 1998). And in general, risk is the probability of an outcome weighted by its utility; risk often is used synonymously and erroneously with just probability.

In particular, when parameterizing or peer-reviewing a conditional probability table, especially when constructed from expert knowledge, it can be quite useful to check both probability (rows) and likelihood (column) values, including selected odds ratios and risk ratios, to determine if the model would conform to expectations.

**Issue:** Conflating conditional probabilities with confidence in their veracity.

**Why this is a problem:** Conditional probabilities denote potential outcomes given a set of conditions. Although uncertainty in the resulting outcomes can be expressed by “feathering” probability values across >1 outcome, this is not necessarily the same as denoting the degree of confidence one should place in those values, as one could be highly confident of well-distributed (platykurtic) probabilities, or have low confidence in highly modal (leptokurtic) probability distributions. Current BN modeling programs provide limited to no capacity for explicitly denoting confidence in probability values, such as were incorporated into expert system programs of the 1980s and 1990s. Lacking knowledge of the confidence behind probability values might overstate their veracity (Qin et al., 2011). Assessing confidence and validity is particularly problematic with BN models constructed from expert elicitation (Pitchforth and Mengersen, 2013).

**Practical solution:** This is an interesting research problem in BN modeling that has been addressed in at least two very different ways. Van Allen et al. (2008) proposed denoting the uncertainty of BN random variables with error bars, whereas Wilhere (2012) developed a method to discretize BN variables so as to incorporate numerical error, and to incorporate measurement error in the calculation of expected values of model outcomes. Some programs, such as Netica® and GeNiE®, provide a measure of “experience” calculated as equivalent sample sizes of relevant cases that contribute to probability values; this is useful when parameterizing probability values via machine-learning algorithms and case files, but does not address levels of confidence that an expert might place in their own specified probabilities.

**Issue:** Assuming that outcomes are always most sensitive to the closest nodes with the fewest intervening links, i.e., assuming that the relative values of variable sensitivity can be told strictly from model depth.

**Why this is a problem:** This misconception can incorrectly guide the expected influence of variables, and can lead to inappropriately structured models to “force” desired and anticipated sensitivity structures.

**Practical solution:** Realize that variable sensitivity is a function of both the model structure — namely the number of links between
 generally, to circumstances, probabilities model. are to or lurking, various events, theity immediately-linked Group Projection Forecast Mitigation Identify uncertainties and key data gaps Diagnosis Mitigation Group involvement

<table>
<thead>
<tr>
<th>Objective</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prediction</td>
<td>Determine possible future outcomes based on initial conditions</td>
</tr>
<tr>
<td>Forecast</td>
<td>Determine the most likely future outcome based on initial conditions</td>
</tr>
<tr>
<td>Projection</td>
<td>Determine possible future outcomes based on changing future conditions</td>
</tr>
<tr>
<td>Scenario planning</td>
<td>Peg the corners of the implications of hypothetical situations</td>
</tr>
<tr>
<td>Represent knowledge</td>
<td>Synthesize what we think we know</td>
</tr>
<tr>
<td>Identify uncertainties and key data gaps</td>
<td>Identify factors or interactions with the greatest influence on outcomes; sensitivity analysis</td>
</tr>
<tr>
<td>Diagnosis</td>
<td>Determine potential causes of a known or specified condition or outcome</td>
</tr>
<tr>
<td>Mitigation</td>
<td>Identify alternative conditions that could lead to a desired outcome</td>
</tr>
<tr>
<td>Group involvement</td>
<td>Aid individual or collaborative decision-making; engage stakeholders</td>
</tr>
</tbody>
</table>

A node and the outcome — and the specific values of the probability tables of the variable of interest, of any intervening variables, and of the final outcome variable. A response variable could very well be more sensitive to a variable several links away than to an immediately-linked variable. When structuring and parameterizing a model from expert knowledge, use sensitivity analysis during the course of model construction to tune desired model performance by ensuring that the sensitivity of model outcomes conforms to the experts’ expectations.

**Issue:** Conflating correlation with causation.

**Why this is a problem:** This is a potential, and classic, problem in models intended to be used for diagnosis or prediction, because correlates can misrepresent the true mechanics and dynamics of a system and result in incorrect model outcomes. True causation can also be misinterpreted because of lack of attention to latent, lurking, and confounding variables.

**Practical solution:** First clearly state the objective for the model to begin with (Table 2), as this will determine how correlates should be interpreted and included in the model. Then re-examine the network influence structure of the model as a causal web, if the model is intended to represent causality. Seek peer review of the network influence structure as a causal framework and amend it accordingly. Address and represent the potential roles of latent, lurking, and confounding variables as discussed in the previous section.

**Issue:** Inappropriately conflating proportion with probability.

**Why this is a problem:** This is not a problem in cases where the counts of events or conditions in various states can be interpreted either in a sampling design or used to determine the fraction of events, conditions, areas, time, etc., as prior or conditional states. But it is a problem — it is inappropriate — to use counts of such events or conditions as proportions when: (1) the full range of possible events or conditions are not included; (2) when such counts are so few as to introduce unknown bias or inaccuracy when converting to proportions; (3) when some dynamic causality of the events or conditions are not accounted for that could belie using observed proportions as valid representations of expected values; or (4) when a BN model is intended to represent logical, syntactical, or strictly managerial (decision) systems, in which case proportions of cases having various decision outcomes may not be appropriate indicators of correct decision pathways; that is, the proportions of various decision cases may not reflect the underlying frequency of circumstances, so may not be appropriate to use as probabilities in the model.

**Practical solution:** Clarify the objective for the modeling exercise, then clearly define the intent and purpose of each linkage in the model. Then, identify those linkages intended to represent causal probabilities of spatial, temporal, or directly conditional events or characteristics; these may be candidates for using frequencies and proportions to inform conditional probabilities, if such data or expert knowledge are available.

**Issue:** Inappropriately conflating expectation with probability.

**Why this is a problem:** Just because an outcome can be “expected” to occur for whatever observer experience or reasons, is not necessarily indicative of its true probability of occurrence given prior conditions. This can lead to severely biased CPT entries and ill-functioning models. This can occur because people are more apt to focus on more extreme events and outcomes even if they are far less frequent than more mundane outcomes that occur more commonly (Burgman, 2016).

**Practical solution:** Identify when expected outcomes are based on observer biases, lack of sufficient case knowledge, and vagaries of observational conditions. Also beware of other potential sources of bias in expectations, such as with the “anchoring” of judgments to inappropriate comparisons (Hysenbelli et al., 2013), “bandwagoning” of judgments to fit others’ (e.g., Sun and Müller, 2013; Friedkin et al., 2016), and other sources of judgment bias. Methods for reducing or avoiding biases in expectations include identifying potential sources, structuring well-focused knowledge elicitation queries objectively, using a Delphi elicitation technique with expert panels to explicitly reveal the basis of judgments, and other approaches (Ayyub 2001; Burgman 2016).

**Issue:** Assuming that the terms expert opinion, judgment, experience, and knowledge are synonymous.

**Why this is a problem:** Some model users (e.g., managers) and detractors may view “opinion” and “judgment” as arbitrary and perhaps even capricious belief without evidence. Oxford English Dictionary defines “opinion” as “A view or judgment formed about something, not necessarily based on fact or knowledge”1; and “judgment” in part as “An opinion or conclusion”.2 Generally, this is not the sort of information upon which BN models are to be based if they are to achieve scientific credibility, robustness, and acceptability.

**Practical solution:** Do not develop models based solely on unfounded or poorly-founded opinion or judgment, but strive to use rigorous procedures of elicitation of expert experience and knowledge (Martin et al., 2012; Krueger et al., 2012; O’Hagan et al., 2006). Define what would constitute an “expert” for any modeling project (Caley et al., 2014). Building BN models using expert-guided structuring and parameterization of probability values should be based on highest standards of expert knowledge elicitation, resulting in models that are peer reviewed and replicable, and that garner high scientific credibility. If so, do not then use “expert opinion” or “expert judgment” to describe the basis for the model; instead, use

---

1 http://www.oxforddictionaries.com/definition/english/opinion.

Acknowledgments

This is by no means an exhaustive compendium of potential BN modeling problems, nor the only set of potential solutions. For instance, I have not addressed here problems associated with hierarchical BN modeling, time-expansion dynamic network structures, conflating variable sensitivity with variable influence, overlooking how Type I and Type II errors differ and combine into overall model classification error, interpretation of causal and correlational relationships in naive Bayes model structures, and additional problems of BN model overfitting. I invite BN modeling researchers to innovate their own tractable solutions and share ideas with others (e.g., via on-line forums such as the Australasian Bayesian Network Modelling Society, abnms.org/forum). Together, we can help all the field of BN modeling to achieve aspirations of avoiding common quandaries and problems, to become more credible, and to find more solutions of general applicability.
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